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Hello, thanks for joining me!
I’m Ben Dalwood, software developer for the University of South Australia, Library.  
This afternoon, I’ll be talking about the various integrations we’ve achieved since our migration to our fully 
hosted Alma/Primo environment, and the lead up to that migration.



To begin, here’s a bit of an overview of the extent of the integrations.  
I’ve shown it as hierarchical, as some integrations are subsequently integrations of others. 
At the top, we have the two main systems in which we build our various integrations off of.  

Firstly, the Libraries Catalogue, I’ll elaborate on the particulars later, but our catalogue interface has been 
developed from scratch using the Primo / Alma APIs.  This has given us the flexibility to incorporate various 
integrations directly into it.  Mostly, the other systems that hang off the catalogue, are other catalogues that 
are tailored to specific disciplines.  For instance, we have an Alumni Specific catalogue which has only 
content in which alumni are allowed to access (under subscription licencing), we have our “digitool” 
replacement too, which we refer to as our Research Outputs Repository, this interface only searches on 
Research outputs, and interfaces with our document repository. Or Library Account service (myLibrary) also 
consists of several integrations within, mainly the users account info (loans, requests, fees) and just recently, 
we’ve added course readings and single sign-on to our ezproxy services too.  We’ve begun transitions to 
document delivery and inter-library loans into that space too.
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And lastly, our media repository, including access directly to our streaming media server and document repositories has been 
integrated within the discovery interfaces, providing on-page streaming of videos and audio and access to digitised materials we
hold locally.

On the other side, we have our Library APIs, this is our all-in-one access to any and all data to and from our vendors, and our 
local data too.  It’s our main data layer.  
Most of the integrations we’ve introduced go via these APIs.  
• We have the corporate learning management system (moodle), which communicates to our API for course reading lists, 

ereaders, streaming media, basically anything the course coordinator want’s to include in their course from Alma.
• On the corporate side, we also have the staff and student portals; within these portals, we’ve provided our APIs to show 

patron data from Alma; loans, request, fees, etc.
• Recently, the university had a mobile App created, and we’ve had those same integrations feeding into there too.  
• Our most recent integration is a ‘self service’ research outputs submission form, this form talks to our API to create the BIB 

data directly into Alma, allowing the repository services team to review before it displays in discovery.  

2



• Here we have the newest integration.  The university commissioned some students to create a mobile 
App, “for students, by students”  

• We were approached to integrate the library account data within the app, and since we created our data 
layer and APIs, it was a relatively painless process.

• The one problem for us being, we didn’t want the APP to communicate with our API directly, we 
restrict our API to only specific IP / Subnets, and we did not want to open that up to the entire 
world.  

• So, in this case, the corporate uni team setup a web service proxy, which is the gateway for the 
App to all internal services, such as our API.

• We’ve only integrated a view only at this stage, so the loans, requests, and fees.  We expect they’ll add 
the functionality to cancel requests, which we have built into our APIs already. And we’ll be offering them 
access to the course readings lists too.
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• Our Corporate learning management system is based on Moodle.  The corporate team and the course 
coordinators wanted a way to show all the readings and recommended resources for a course. For this 
one, we decided that a custom search to Primo would provide us with the most flexibility.   

• What we did here, was add a custom search field in Primo index via back office that looks at the MARC 
field containing the course codes.  This lets us execute our Primo API search using the course code, and 
returning the list of the relevant results.

• We provide the moodle team with a basic XML response that gives them the display, the target URL, and 
order in which to show. [pic on next slide]
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Here’s a bigger version, showing the display of the readings.
• The student would simply select the relevant link, they would then be taken to the catalogue [single sign-

on] to us, and either presented with the digitised document or redirected to the subscription directly [single 
sign-on to ezproxy]
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• Our Corporate student portals have always had some library data presence, but it was always a direct 
database query to voyager.  We created our APIs whilst still on our local voyager install, so when we had 
migrated off of voyager, we’d have no disruptions or changes during or after migration.  They only show a 
summary of the account, and any alerts such as recalls, or requests ready to pickup.  
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• Similarly, Our Corporate staff portals, list of the same info, with the addition of the full listing of data rather 
than just a summary.
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• We’ve had streaming media available for a while now, and at this stage we have over 2100 videos on our 
streaming server.  When Alma came in, we decided to further integrate this service.  It was previously 
disconnected from the bibliographic record, and there was no correlation between the videos and the 
relevant courses.  

• Once alma came along, we migrated each video link across to portfolios which are attached to the 
relevant bib record, which allows us to not only present them within discovery, but we can now also 
associate them with course reading lists, and present them within the other integrated systems.
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• We have just recently migrated away from our DigiTool instance, and put all the metadata into Alma.  
However, we don’t have/or want to move all our digital objects into the cloud, so we needed another 
solution.  What we ended up doing was migrating all our objects off digitool and onto simple file system 
storage, utilising the mms and portfolios for identification, and integrating all authentication within our 
discovery interface.  We list off all portfolios, and link off directly to the digital object.

In this example, we also have an Atlmetrics integration, we simply supply the DOI to the Altmetric API, and 
receive the metrics graphic, which links off for further analysis if needed.
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• We’ve given our staff the ability to upload files directly to our media server, associating it with the mms / 
portfolio, making the digital objects accessible through discovery. This has recently been extended to 
include resource sharing requests, associating the digital objects to a users account / requests, making 
them available for download in their “myLibrary” requests page.

• Our staff either enter an MMS to lookup the portfolios for that record to assign files to, or enter a 
username of a patron with active resource sharing requests, which will list off the requests, allowing file 
uploads against each request.
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• We of course integrated the patron account info into our discovery interfaces too…  using the same data 
layer as all the other systems use.

• We just added the course readings lists too, giving students an overall view of all their course readings in 
the one place.
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We were so used to having direct, unrestricted access to our data when using Voyager.  So, when it came 
time to move into the cloud and alma, we were facing some challenges to keep the same level of service to 
all our systems.  

The Alma APIs have improved dramatically since we first began, initially there limitations on what they 
provided, and the speed was a concern too.  Since we first began, we have seen improvements in both data 
availability and speed.  There’s definitely room for improvement, and we are always happy to work closer 
with ExLibris to make them as good as they can.

Now, ExLibris aren’t the only source of data we have, and as I mentioned previously, all our data 
communications basically go via our APIs, which we can refer to as our data layer.
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Now, none of these interfaces exist without the “data layer” the interpreter between (in this case) the vendors 
and the interfaces the users will interact with.

This next slide is an overview of some of data sourced via our APIs and from our APIs to other systems.
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On the left (lighter blue) is the various 3rd party data sources we use to provide our services and integrations.
On the other side is just some of our APIs, and the various systems that interface with them.
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I’ll just throw a few stats out now, relatively small in the big picture of APIs (I’d like to get a look at the 
ExLibris numbers)

But this surprised me a little, our APIs total hits for the year, just over 16 million with our start of semester in 
March being our peek, at just over 3 million.
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Our Discovery interface relies almost entirely on the Primo API, but yet again, I was surprised, with a total of 
over 13 million, and May being our peek with a little over 2 million there. I’m guessing assignment crunch 
time in may, and exam prepping the cause for that peek.
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Now we have some Alma API stats, here’s just our Real Time Availability  for the period.  As you can see, it 
dips a bit from the beginning.  There’s a good reason for that.  We began caching some calls locally to 
improve speed and reduce the overall bandwidth.  With caching we more than halved the calls from one 
month to the next.
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This is an example of where we cache our custom API calls to save on speed and bandwidth.  We can see a 
massive peak in august 2014, which was due to our colleagues in the learning management systems team 
deciding to do some load tests, forgetting to switch off our production API connection…  so we saw an extra 
few hundred thousand there, luckily we were caching, otherwise, primo wold have got a big hit overnight, 
and probably caused us some usage limit issues…  
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